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1 INTRODUCTION

Task-oriented dialogue (TOD) systems are designed to assist users to accomplish their goals, and
have gained more and more attention in both academia and industry with recent advances in neural
approaches ( ; , ). A TOD system typically consists of several
modules, which track user goals to update dialog states, query a task-related knowledge base (KB)
using the dialog states, decide actions and generate responses. Unfortunately, building TOD systems
remains a label-intensive, time-consuming task for two main reasons. First, training neural TOD
systems requires manually labeled dialog states and system acts (if used), in both traditional modular
approach ( , ; , ) and recent end to-end trainable approach (

). Second, it is often assumed that a task-related knowledge base is available. But for system
development from scratch in many real-world tasks, expert labors are needed to construct the KB
from annotating unstructured data. Thus, the labeled-data scarcity hinders efficient development of
TOD systems at scale.

Remarkably, unlabeled data are often easily available in many forms such as human-to-human
dialogs, open-domain text corpus, and unstructured knowledge documents. This has motivated the
development of semi-supervised learning (SSL) (Zhu, ), which aims to leverage both labeled
and unlabeled data, for both information extraction to construct the knowledge base and building
the TOD system itself. Additionally, although it has long been recognized that TOD systems could
be formulated as Markov Decision Processes (MDPs) and trained via reinforcement learning (RL)
for policy learning for the agent ( , ), it remains very challenging to build reinforced
TOD systems due to large language action spaces. There are s1gn1ﬁcant individual research threads,
including semi-supervised information extraction ( , , ), using pre-
trained language models ( , ) or latent variable models (

, ) for semi- superv1sed TOD systems, grounded response generation
with unstructured knowledge sources ( , ), reinforcement training of the system from
interactions with user simulators ( s ; s ), and so on.

The purpose of this challenge is to invite researchers from both academia and industry to share their
perspectives on building semi-supervised and reinforced TOD systems and to advance the field in
joint effort. Hence, we refer to this challenge as the sereTOD challenge. A shared task is organized
for benchmarking and stimulating relevant researches. For the first sereTOD challenge, a large-scale
TOD dataset is newly released, consisting of 100,000 real-world dialogs, where only 10,000 dialogs
are annotated.

The remainder of this description document for the challenge is organized as follows. We first briefly
describe techniques of interest for the sereTOD challenge. Then, we elaborate the shared task. The
dataset is introduced in detail, including the structure of annotations and the guideline for annotations.
Finally, the challenge rules is described.

2 TECHNIQUES OF INTEREST

This challenge encourages submissions on building semi-supervised and reinforced TOD systems. All
types of semi-supervised techniques are welcome, such as, to name a few, pre-training, self-training,
self-supervised, weakly-supervised, transfer learning for zero-shot or few-shots, latent-variable
modeling, domain adaptation, and data augmentation. Both online and offline RL techniques are
welcome.

Possible techniques include, but are not limited to, the following:

* General techniques for task-oriented dialog systems

* Semi-supervised information extraction and knowledge modeling
* Grounded dialog with unstructured knowledge sources

* Semi-supervised task-oriented dialog systems

* Reinforced task-oriented dialog systems

¢ User simulators
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Table 1: Comparison of our MobileCS corpus to MultiWOZ

Metric MultiWOZ MobileCS
labeled unlabeled
Dialogs 8,438 8,975 87,933
Turns 113,556 100,139 972,573
Tokens 1,490,615 3,991,197 39,491,883
Avg. turns per dialog 13.46 11.16 11.06
Avg. tokens per turn 13.13 39.86 40.61
Slots 24 26 -
Values 4,510 14,623 -
- — Channels to Apply
P -
Data Package Plan [ —-___ -
/ Domestic Call Time
Channels to Apply
\ ~
\ FER HIER
\\ Main Data Package Plan Additional Data Package Plan
Channels to Apply
AN
N\ O\ )
FRAS " = 5

— Tl Dat:gf:ige Plan Infinite D?ta?i%kage Plan Infinite ?ﬁ%ackage

Figure 1: An illustrative example of a schema for the “data package plan” domain, with concepts (in
rectangles) and attributes (in circles).

3 SHARED TASK

We introduce a new shared task, aiming to benchmark semi-supervised and reinforced task-oriented
dialog systems, built for automated customer-service for mobile operators. The task consists of two
tracks:

* Information extraction from dialog transcripts (Track 1)

* Task-oriented dialog systems (Track 2)

An important feature for this shared task is that we release around 100,000 dialogs (in Chinese),
which come from real-world dialog transcripts between real users and customer-service staffs from
China Mobile, with privacy information anonymized. We call this dataset as MobileCS (mobile
customer-service) dialog dataset, which differs from existing TOD datasets in both size and nature
significantly. To the best of our knowledge, MobileCS is not only the largest publicly available TOD
dataset, but also consists of real-life data (namely collected in real-world scenarios). For comparison,
the widely used MultiWOZ dataset consists of 10,000 dialogs and is in fact simulated data (namely
collected in a Wizard-of-Oz simulated game). See data statistics shown in Table 1.

A schema is provided, based on which 10,000 dialogs are labeled by crowdsourcing. The remaining
90,000 dialogs are unlabeled. The teams are required to use this mix of labeled and unlabeled data to
train information extraction models (Track 1), which could provide a knowledge base for Track 2,
and train TOD systems (Track 2), which could work as customer-service bots. We put aside 1,000
dialogs as evaluation data.
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Track 1: Output T J’- Used for Track 2:
Information Extraction Local KB TOD Systems.

Figure 2: The connection between the two tracks in the sereTOD challenge.

3.1 TRACK 1: INFORMATION EXTRACTION FROM DIALOG TRANSCRIPTS

3.1.1 SCHEMA

The domain of a task-oriented dialogue system is often characterized by an ontology, or say, a schema.
A schema is a collection of hierarchical concepts with attributes, which is used to organize and
interpret information in the domain. A illustrative schema including concepts and their attributes is
shown in Figure 1. Entities are instances of concepts. Thus, all entities belonging to a concept have
the attributes of the corresponding concept. Attributes are also often called slots. The schema used in
our annotation of the MobileCS dataset is shown in Figure 3.

3.1.2 MOTIVATION

In a task-oriented dialog system, after dialog state tracking, the system needs to query a task-related
knowledge base (KB). The query result is important for the system to decide action and generate
response. For system development from scratch in many real-world tasks, the knowledge base is often
not readily available for training TOD systems. Traditionally, expert labors are needed to construct
the knowledge base.

Given a mix of labeled and unlabeled dialog transcripts, Track 1 examines the task of training
information extraction models to construct the local knowledge base for each dialog, which will be
needed in training TOD systems in Track 2. Ideally, we need a global KB, which covers and fuses all
public knowledge and all personal information in the domain. But such a global KB is often difficult
to obtain during the research phase. Thus, in this challenge, we avoid this difficulty by considering
a local KB for each dialog. The knowledge base is local in the sense that the mentioned entities
with their mentioned attributes are extracted across all turns in a dialog, but there is no information
fusion between dialogs'. A local KB for a dialog could be viewed as being composed of the relevant
snapshots from the global KB. With such local knowledge bases, we will still be able to drive the
training of the TOD system. Once the TOD system is trained in such a manner, the resulting TOD
system potentially can work with a global KB. In this challenge, for a first pilot study, the teams in
Track 2 are only required to build TOD systems with local KBs. The connection between Track 1
and Track 2 is illustrated in Figure 2.

3.1.3 TASK DEFINITION

Based on the schema, we define two sub-tasks for Track 1.

Entity extraction This sub-task is to extract entity mentions with their corresponding entity-types
(i.e., concepts), according to the set of entity-types defined in the schema. In real-life dialogs, an
entity may be mentioned in different surface forms. For example, “SOTCIi & £ (50 Yuan data
package plan) may have a number of different mentions in a multi-turn dialog: “S0TCHAR ™ML 55 (50
Chinese Yuan plan), “BB“Mfi & £ (that package plan), “N|7 A} ™k 45” (that plan). Thus, entity
extraction for the MobileCS dataset is more challenging than classic named entity recognition tasks
(e.g., extracting person names), due to the informal, verbalized and loose form of the customer-service
dialogs.

Slot filling This sub-task is to extract slot-values for entity slots (i.e., attributes). A set of slots is
defined for each entity-type in the schema. For example, in utterance “10GBE%& |V 554 A 1%
F&5038% o (The price for 10GB data package plan is 50 Chinese Yuan per month), “& A i %%
FHA&50304%” (50 Chinese Yuan per month) will be used to extract the value “508%%" (50 Chinese
Yuan) for the monthly price slot. An entity may have several mentions in a dialog, and the slots and

"We leave information fusion across dialogs for future study.
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values for an entity may scatter in multi-turn dialogs. Thus, the task of slot filling requires entity
resolution and the assignment of the extracted slot-value pairs to the corresponding entity. After
entity extraction and slot filling, a local knowledge base (KB) will be constructed with all extracted
entities with their attributes for each dialog.

3.1.4 EVALUATION

Given a dialog in testing, the trained information extraction model is used to extract entities together
with their slot-values. We will evaluate and rank the submitted models by the extraction performance
on test set. The evaluation metrics are based on Precision, Recall and F1.

* For entity extraction, the F1 is calculated at entity mention level: an entity mention is
extracted correctly if and only if the mention span of the entity is labeled as the corresponding
entity-type (i.e., concept). For entity extraction, the participants need to submit all the
predicted mentions with their types.

* For slot filling, the F1 is calculated at triple level: an entity-slot-value triple is extracted
correctly if and only if 1) the mention span of the slot value is labeled as the corresponding
slot type. 2) the slot-value pair is correctly assigned to the corresponding entity. For slot
filling, the participants need to submit the extracted entities with entity resolution. Each
extracted entity may contain multiple mentions and is represented as a set of entity-slot-
value triples. The performance of slot filling is measured by finding the best match between
the extracted entities and the golden labeled entities using the Hungarian Algorithm? and
calculating the F1.

The average F1 scores of entity extraction and slot filling will be the ranking basis on leaderboard.
We will provide the following scripts and tools for the participants: 1) Baseline models for both
sub-tasks; 2) Evaluation scripts to calculate the metrics.

3.2 TRACK 2: TASK-ORIENTED DIALOG SYSTEMS
3.2.1 MOTIVATION

Most existing TOD systems require not only large amounts of annotations of dialog states and
dialog acts (if used), but also a global knowledge base (KB) that covers all public knowledge and all
personal information in the domain. Compared with previous work, the task in Track 2 has two main
characteristics:

1. There is no global KB but only a local KB (as shown in Listing 1) for each dialog, represent-
ing the unique information for each user, e.g., the user’s package plan and remaining phone
charges.

2. Only a proportion of the dialogs is annotated with intents and local KBs. The teams are
encouraged to utilize a mix of labeled and unlabeled dialogs to build a TOD system.

3.2.2 TASK DEFINITION

The basic task for the TOD system is, for each dialog turn, given the dialog history, the user utterance
and the local KB, to predict the user intent, query the local KB and generate appropriate system intent
and response according to the queried information. For every labeled dialog, the annotations consist
of user intents, system intents and a local KB. The local KB is obtained by collecting the entities and
triples annotated for Track 1. For unlabeled dialogs, there are no such annotations.

3.2.3 CONNECTION BETWEEN TRACK 1 AND TRACK 2

As shown in Figure 2, the output from Track 1 is used as the local KB for Track 2. Thus, the local
KBs of unlabeled dialogs can be constructed by applying the information extraction model from
Track 1 to extract entities and triples. For every unlabeled dialog in training, the organizers will
provide extracted user information by running the baseline of Track 1, which the teams can use as the

https://en.wikipedia.org/wiki/Hungarian_algorithm
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"name":"?%", "name":"%%",
"type":"ﬂi%%", thpeu:n}zgi}én,
H@iﬁﬁq‘ﬁu . ":E/t—f—ﬁj\@:{] " , "j\%iﬁaqﬁ" . "4E‘A{:+§j\%ﬁ n ,
S TR Y Ao,

} n%"‘\n . ["*Ej]*ﬁlﬁj"}

Listing 1: Examples of local KB (left) and user goal (right). The English version can be seen in
Listing 9 in Appendix A.1.

local KBs. The teams are allowed and encouraged to use their own information extraction models,
built in Track 1, to construct the local KBs for training TOD systems in Track 2.

3.2.4 EVALUATION

User Goal The main purpose of the TOD system is to fulfill the user’s goal, such as querying data
traffic and opening packages. The validation set and test set will contain annotations of user goals
to facilitate the final evaluation. For each dialog, we accumulate the annotated user acts and triples
mentioned by the user in all the turns to obtain the user goal. User goals are in the form of lists. Each
item in the list corresponds to an entity mentioned by the user, which contains both the information
informed by the user and the attributes requested by the user. An example of user goal is shown
in Listing 1. "?" denotes that the attribute "M\.Z5%% " is requested by the user, while other values
denote that those attributes are informed by the user. The last key "7 [&]" denotes the user intent for
this entity.

Automatic Evaluation In order to measure the performance of TOD systems, both automatic
evaluation and human evaluation will be conducted. For automatic evaluation, metrics include
Precision/Recall/F1 score, Success rate and BLEU score. P/R/F1 are calculated for both predicted
user intents and system intents. Success rate is the percentage of generated dialogs that achieve user
goals. BLEU score evaluates the fluency of generated responses. The combined score in Track2 are
calculated as follows: Combined score = User intent F1 + System intent F1 + Success + BLEU/50.

Human Evaluation We will perform human evaluation for different TOD systems, where real
users interact with those systems according to randomly given goals. For each dialog, the user will
score the system on a 5-point scale (1-5) by the following three metrics. The higher, the better.

* Success. This metric measures if the system successfully completes the user goal by
interacting with the user;

* Coherency. This metric measures whether the system’s response is logically coherent with
the dialogue context;

* Fluency. The metric measures the fluency of the system’s response.
The average scores from automatic evaluation and human evaluation will be the main ranking basis

on leaderboard. We will provide the following scripts and tools for the participants: 1) A baseline
system; 2) Evaluation scripts to calculate the corpus-based metrics.

4 THE MOBILECS DATASET

4.1 STRUCTURE OF ANNOTATIONS

The MobileCS dataset is annotated according to its schema and intent-sets. The schema used in
our annotation of the MobileCS dataset is shown in Figure 3, which is needed for both information
extraction and TOD systems. The intent-sets for users and custom-service staffs are shown in Listing
2, which are mainly required for building TOD systems. The annotations for a dialog consist of
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HERE: EEFR. BUTE

s ?,f fi o) (Processing Channels: Such as SMS way, business hall, etc.)
e WEAN: 1 BAS BREHRI0T
B BB R TR EE (Plan Rules: For example, a minimum spend of ¥ 30
Property: Introduction to the attributes and possible values per month for six months) _
WESEA: MI0TEA, 200THFS
BIRWS: MR (Plan Fees: Such as ¥ 30 per month, ¥ 200 per year, etc.)

WaskK: 1A, 61 A%,

(Plan Duration: 1 month, 6 months, etc.)

HEAR: MRARFIHES

(Billing Method: Such as monthly or annual billing)
MBEM: MEARFITE, ARNE

(Date of deduction: For example, monthly or annual billing
and when to deduct the fee)

REWS: RETWRULS

(Affiliated Plan: Which plan to belong to)

ERWS: SHLSTRERNNE

(Mutual Exclusion Plan: With which kind of plan can not
be handled at the same time)

Data plan: Introduction

IR S RIRMINMOBIERRSS, RRTUT/UR.

(Data plan are additional data services and are limited to the following:)
ROBEEYN: ROBZESNRNE, RHOND MERE

(Points Multiplier Contract: Points Multiplier Contract is a points doubling benefit for
customers)

SR FFLRIEEEY

(Stop-Start: Stop-Start means that you stop or resume the use of your

phone number for some reason)

ESiki-g 3 aff, BIFEAR, EEHRHRIE R
(Mobile News: China Mbile cooperates with domestic mainstream media units to
provide you with timely information through MMS.)

1308R%E: EPFE. FNETH—, EAUABISHHHENEDKREH

(139 Email: Mailbox and cell phone in one, you can use multiple ways to send and
receive emails anytime, anywhere)

RERER: X AT XM, FERSKSRTIT]

(Caller Alert: Receive SMS alerts when your phone is off, out of service, etc.)
AR AR RSER A B ERS

(Intercom Personal Version: Real-time intercom communication services for small
and medium-sized groups and individual users)

BERMNEIETE: BREROBET R

(Out-of-Package Call Billing: Charging for calls beyond the package)
BERMARITE: BRERORET S

(Out-of-Package mobile billing: Charging for mobile beyond the package)

B8
(Package
plan)

IR SS
Data plan

BAHT: HAHNE, W1007T
(Fee Capping: Fee capping value, e.g. ¥100)

TEHRRESANEMERLS, O3BE. BESRS

(The main package is the monthly basic package service,

including calls, SMS and other services)

BECE: MEN. BNF

(Calling Range: Such as within the province, domestic, etc.)
BIER: 22005 9%

(Call Duration: Such as 200 minutes, etc.)

EIREN: EMEM, 0037/

(Domestic Caller: Calling charge, such as 0.3 RMB/minute)
EIRHEI: IR, MR

(Domestic Callee: Called charges, such as free)

METE: MEN, BHNE

(Mobile Package Range: Such as within the province, domestic, etc.)
RERE: M1GB, 106B%

(Total Mobile Package: Such as 1GB, 10GB, etc.)

REHT: REHMME, W506B

(Mobile Package Capping: Capped mobile package value, .. 50GB

| HMERRER T EER ZIMUNTHNRBS EEEE |
| (Additional packages are additional mobile package and voice |
| subscriptions in addition to the main package) |

HmER
(Additional
package)

IE®
(Main
package

g5

(Long—

distance
Plan)

MEE
(Mobile
package)

REEE: 0EN, DA ! S
(Mobile Package Range: | IEATRENEERLS,

Such as provincial, domestic, | |LLAIIPEIE, EFDRRIE, KEHKS

etc) | |(Dedicated to long distance calling services.
FESE: 40168, 1068% | suchas IP phone, international satellite phone,
(Total Mobile Package: Such | 1ong distance direct dialing, etc.)

as 1GB, 10GB etc,) :
REHW: REHWAE, WS0GB;
(Mobile Package Capping: |
Mobile Package capped value, |
e.g.50G) ;

Figure 3: The schema for annotating the MobileCS dataset, including the concepts (in blue boxes)
and attributes (in dotted boxes). The attribute "MV Z5#L" (service rule) for the concept "M\ 55"
(service) may cover a wide range of information. For the concept "%{##)/.55" (data service), only
the six entities underlined are considered. The concept " " (user) with its attributes is shown in
Figure 4.

entities, entity attributes, attribute values (i.e., slot-values), user intents, and customer-service intents
that appear in each turn. The meanings of these terms are introduced as follows:

* Entities: refer to instances of concepts in the schema. Entities in the MobileCS dataset are
mostly related to telecommunication services, such as “King Package”.

» Entity attributes: refer to the attributes of entities, such as “)I/ 55 %% F” (service cost).
Besides, user’s personal information is also annotated, such as the attribute “HH PR A
(user status) for the concept “H J7” (user), as shown in Figure 4.

* Attribute values: refer to the values of attributes. For example, the attribute value of “\ g%
F#F” (service cost) is “307C” (30 yuan).

* Intents: at each turn, for the user and the customer-service separately, one or more intents
from the corresponding intent-set are labeled.

4.1.1 ANNOTATION FILE FORMAT

The annotations are saved in json file format. A dialog example before annotation is shown in Listing
3. Each turn in a dialog is annotated with three types of labels:

* entities (“ents™);

* (entity, attribute, attribute value)-triples (“triples”);
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"FHE R :
"R B R AT B R SRS RER,
"SRBY - Lk AT R A R
"RHUE R R RPRREREE
R R AREL, FIAANE,
HRH s BUH R D R A
"I ;v SRB) - LS EIA ]
"ESREE " IERN T EE P S,
"EBIHIA N T ESFAMGE S, e HPRAn,
"BENEIA "  EIFAE R, AR LSRR E RN,
A S TR B AR
R A THRRE, AR RN,
WE L FORARGE AN A R B E R EE A,
nEEe BB, AN, PR, IRRREE,
nHoAh e ONE T LA — R

b
"R ¢

EFA: EAAPEXER, AFAERERE P REERE S UEIRIT R RIS,
W v PRI TG, PN B AL,

oA < R P L

VB[S v B | B P

"EREE  IERN T EE UL,

VA 0BT S E, —at HFA
"PEEIEIA " " EIRINE R, AR L RS EERT
"RIAN R IAK TR AR,

na TR, M IR S RN,

"T@ﬁ" . I"ﬁ“ﬂ)ﬁiﬁﬁn ,

"HIL R R A R R AR I,

nEE  EETE G, AR RRARESE,

nHAR  NE T B AR — R R

Listing 2: The intent-sets for users and custom-service staffs, respectively. The English version can
be seen in Listing 10 in Appendix A.1.

}

"[SPEAKER 1]": "Mk, ififf», \
"[SPEAKER 2]": "[—F, X4, FXDFIFEAIT 2 LS5

"[SPEAKER 1]": "M, ZHBTAHARE, +/\JTHX M ERER,
"[SPEAKER 2]": "Mk, BAHM—TF, wiEik, FHARFFIHRA, JEArE T e

"[SPEAKER 1]1": "BRNEDN, &AE"

" [SPEAKER 2]": "Hi4ATkid TH4E, WE, REIE—EINE R

"[SPEAKER 1]": "EEZ=TIT LMAHRE=1A/, WA TS5 X MEEEE R\
TREM—EXNED), BER =TI LM, PERGER",
"[SPEAKER 2]": "HEMBIRFBUIAE, FEMRHEZAFRMEH, BT

Listing 3: A dialog example before annotation. The English version can be seen in Listing 11 in
Appendix A.1.
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¢ user and customer-service intents.

Next, we introduce the specific guidelines for annotating these three types of labels, which should be
helpful for understanding and using these labels.

4.2 GUIDELINE FOR ANNOTATIONS
4.2.1 ENTITY ANNOTATION

At each turn, the entities and entity-types (along with their positions) are annotated, whether they
appeared in user utterances or custom-service utterances. For example, for the utterance: “Hy, I
HETHRZE, +/\TThX - E i ZE%”, the labels are: entity-name “/\ TTHIX M EEAHER”,

entity-type “E&”, and the position information of mentioned entity.

* Entity-name. Entity-name is the literal name of the entity mentioned in the utterance. In our
annotation, the description information is also contained in the entity-name. For example,
for “71 J\JCHIFEANEE" appeared in a certain utterance, the entity-name is “1/\JCH) %
AREL”. A more example is: for “ 1 /\TCATX M EEfHEE", the entity-name is “1/\JT
iOPE e ik -

Entity-ID. The same entity may be mentioned by different expressions in a dialogue. For
example, “F1JX\Z%” may be mentioned by a number of expressions such as “iX N EZ&”,
“FAR, “BB 24K, and these different expressions actually refer to the same entity. Thus,
entity-ID in the form of “ent-xx” are used in annotating entities, where xx represents the
specific ID. Different expressions of the same entity are labeled as the same ID, and different
entities are labeled with different IDs. For a multi-turn dialog, the ID starts from 1, and +1
when encountering a new entity. See the example in Listing 4.

Entity-type. When an entity is mentioned in an utterance, its entity-type is annotated,
according to the schema in Figure 3. Note that the schema contains a hierarchical collection
of entity-types, which could be viewed as a rooted tree. The further from the root, the finer-
grained the entity-type. When choosing entity-types from the schema, the most fine-grained
entity-type is used for labeling. For example, consider that the “ZE%&” type contains “F &
8. So when the utterance clearly states that the entity is “F-Z%&", it is labeled as the type
of “FE&”, rather than the type of “E%&".

* Entity-position. Entity-position is labeled as a triple. The first field denotes whether the
entity mention appears in the first or the second utterance in the turn. The second and third
fields denote the beginning and ending positions of the mention in the utterance, which is
called a span. The positions are numbered from 0. The ending position is set to the position
of the last symbol in the span plus 1. Note that punctuation symbols and spaces are also
counted. See the example in Listing 4.

4.2.2 ATTRIBUTE ANNOTATION

At each turn, entity attributes and their corresponding attribute values are annotated in the form of
"triples". See the format of annotating attributes in Listing 5. There may have multiple attribute
values in a turn, so “triples” is a list. Remarkably, there are two classes of concepts in the schema for
the MobileCS dataset, i.e., services and users, which are shown in Figure 4 and Figure 3 respectively.
That means that the user in a dialog is a special entity, and so its attribute annotation is different from
annotating attributes for services.

Annotating attributes for services In annotation, the attribute value is firstly located in a certain
turn, e.g., “38JC— 1> H”. Then, the attribute corresponding to the attribute value needs to be
identified from the schema, which is “\/45%% FH” in this example. Next, the entity, which the attribute
value belongs to, is identified, which may appear in the current turn or not. There are two cases.

* The entity appears in the current turn. Then, the ID of the corresponding entity and the
“name” of the entity can be labeled in the current turn.

* The entity does not appear in current turn, but is mentioned in some previous turn. Then,
the ID of the corresponding entity is labeled, and the entity-name is annotated as “NA”. See
an example in Listing 6.

10
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{
"[SPEAKER 1]": "{RiIF4HUi— NABIDFINEE . v, ‘
R "MREERMTIRZ MRS, B H206BlE- ",
"info":
"ents": [
{
"name" : "%HNE%",
"id": "ent71",
"type" H n E% n ,
"pos": [[1, 8, 12]1,[2, 0, 4]]
}
1,
"triples": [
"ent-id": "ent-1",
"ent-name": "FIXER",
"orop": "Yﬁ%:‘%\%",
"value": "H&PH20GB"
}
]
}
1,
"[SPEAKER 1]": "XPERLZIDE? v,
"[SPEAKER 2]": "380—1H. ",
"info": {
"ents": [
{
"name "w . " E% n ,
"id": "ent_l",
"type" . n E% n ,
"pos": [1, 2, 4]
}
1,
"triples": [
"ent-id": "ent-1"
"ent-name": "Eﬁé",
"prop": vlﬂ%jﬁoﬁﬁn,
"value™: "38J7L A"
}
]
}
]i’
"[SPEAKER 1]1": "i/AFHAERILE? »,
"[SPEAKER 2]1": "H, WWKEEELS. »,
"info": {
"ents": [
{
"name" : nj(_iEgéénl
"id": "ent_ZH,
"type" . " E% " ,
"pos": [2, 5, 9]
}
1,
"triples": []
}
}

Listing 4: An example of annotating entity-IDs. The English version can be seen in Listing 12 in
Appendix A.1.
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"triples": [
{
"ent-id": <ent-id>, // SEfERYid
"ent-name": <ent-name>, //SEMRFERIIIEFAIFRIA
"prop": <BM>, // B (property)
"value": <@MWE>, // WiEFHIAFBEME (property value)

Listing 5: The format of annotating attributes

{
"[SPEAKER 1]": "{RIF4IN—TFHNFINER - ", ‘
"[SPEAKER 2]1": "FIKEERREMTIREMRS, B PH2006BHE- ",
"info": {
"ents": [
{
"name": "FNEE",
"id": "ent71|',
"type": IIE%",
"pos": [[1, 8, 121, [2, 0, 4]]
}
"%riples": [
"ent-id": "ent-1",
"ent-name": "FINEE",
"prop": "MELEE",
"value": "&H20GB"
}
]
}
b
{ .
"[SPEAKER 1]": "Z/DE? »,
"[SPEAKER 2]": "3850— 1T H. ",
"info": {
"ents": [],
"triples": [
{
"ent-id": "ent-1",
"ent-name": "NA",
"prop" : 'lﬂ%jﬁlﬁ n ,
"value™: "38J7L— A"

Listing 6: A special case in annotating attributes: the entity does not appear in the current turn, where
the attribute value appears. The entity-name is labeled as “NA”.

Annotating attributes for users The user in a dialog is an entity from the concept " J*" (user),
which has it own attributes (i.e., the user’s personal information), as shown in Figure 4. Since we use
local KBs, the current user is the only entity from the concept "F /7" (user) in each dialog. Therefore,
there is no need to annotate this entity. In annotating attributes for the user, "ent-id" and "ent-name"
are annotated as "NA". See the example in Listing 7.

4.2.3 INTENT ANNOTATION

At each turn, intent annotation is conducted for the user and the customer-service separately. The
intent-sets for users and custom-service staffs are shown in Listing 2 - One or more intents from

12
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AP RIERENLEIRP

1(User is the current user of the call)
(AP®R: MAMRE. HESE

i(User Requirements: For example, opening
'gas kits, paying bills, etc.)

PR MRE, BRERE

| (User Status: Status such as unpaid,

| off-grid, etc.)
B BPRS: Ay
(User) | (User Points: Points)

R TS

i(FauIt Problems: Phone lag, etc.)

HEME: EERE

E(SMS: Text message content)

BEEE: HAKSHER

E(Holding package: Package for current account)
KPR WPRE (T)

i(Account Balance: Account balance (Yuan))
(RERE: REBRM

E(Mobile Package Balance: Mobile Package Balance)}

Figure 4: User personal information, i.e., the concept "R (user) with its attributes.

{
"[SPEAKER 1]": "XiE REEHPIREE TRMRE . »,
" [SPEAKER 2]": "W[ZmE? »,
"info": {
"ents": [],
"triples": [
{
"ent-id": "NA",
"ent-name": "NA",
"orop": n}fﬁ?il){j(lj&n,
"value": "HRA"
}
]
}
}

Listing 7: An example of annotating attributes for user personal information. The English version
can be seen in Listing 13 in Appendix A.1.
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R : N
" [SPEAKER 1]": "iR",
" [SPEAKER 2]": "BLEHXAZ+/\ X P EE, XEIFEHRUMITEEST, \
BRI LN, (REEEEID
R 5] S, |
PRI RBI- 0 (ene-1 AL @

wEEF 2
"[SPEAKER 1]": "{H'EIXMEFILEE X HHIPHERE,
"[SPEAKER 2]": "FinE, RINERFEHRLEL D,
n"?%‘:ﬂ&%i ", "ﬁ%u ", ‘
nHPER oRB - (KRB v

by
"REFI3 s .
"[SPEAKER 1]": "Mg, i&ifkr,

EIREE g S,
W AR KB (1h%5)
}

"[SPEAKER 2]": "[A]—F, FiX, FaXN-RA@AITF 2SS B,

Listing 8: An example of intent annotation. Annotations for entities and triples are omitted for
simplicity. The English version can be seen in Listing 14 in Appendix A.1.

the user intent-set are labeled for the current user utterance. Intent labeling is similar for the current
custom-service utterance, but is based on the custom-service intent-set. Multiple intents are separated
by commas. The intent annotation cannot be empty. Intents that are difficult to determine are
annotated as “HA”.

When the user or the customer-service staff expresses the intent to obtain some entity information
(such as “>KBJ-EIf)”, “if[A]”, “F BTN, etc.), more annotations are appended to the annotated
intents. There are three cases, which are exemplified respectively in Listing 8.

* When a user wants to obtain information about an entity, the corresponding entity-ID and
attribute are appended to the annotated intent, and are connected with "-". In the first
example in Listing 8, “KBf-#1] (ent-1-Mk55#M) ~ indicates that the user wants to
query the business rule of the entity ent-1 (=1 /\JTEE).

* When a user wants to obtain the user information as shown in Figure 4, the corresponding
attribute is appended to the the annotated intent. In the second example in Listing 8, “>K
Bi-#1 (K 4R%0) ~ means that the user wants to know the balance of his/her account.

* When some queries do not involve any particular entities, for example, the user wants wants
the customer-service to recommend some services to him/her, the corresponding entity-type
is appended to the the annotated intent. In the third example in Listing 8, “>KBj-&if) (F
£’8) ” means that the user wants to query which main packages are available.

Note that in a multi-turn dialog, the customer-service staff may speak first or the user may speak
first. In annotation, the labeling order of the user intent and the customer-service intent is determined
according to the speaker’s order.

5 CHALLENGE RULES

* The challenge website is http://seretod.org/Challenge.html. Teams should
submit the registration form to seretod2022@gmail . com, which will be reviewed by
the organizers.

» Teams are required to sign an Agreement for Challenge Participation and Data Usage. Data
will be provided to approved teams.

* For teams that participate in Track 1, the scores will be ranked according to the performance
for Track 1. The teams can choose to participate only in Track 1.
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 For teams that participate in Track 2, they can use the baseline system provided by the
organizers or use the system developed by themselves for Track 1. The ranking is based on
the performance for Track 2.

* Participants are allowed to use any external datasets, resources or pre-trained models which
are publicly available.

* Participants are NOT allowed to do any manual examination or modification of the test data.
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"name" :"Package", "name" :"Package",
"type":"Main package", "type":"Main package",
"call minutes":"270 minutes", "call minutes":"270 minutes",
"fee":"Sixty eight yuan" "fee":"2",

} "intent":["query"]

Listing 9: Examples of local KB (left) and user goal (right) in English.

"User intent":{
"query":"Ask the system to help query package related information",

"failure":"Ask the system to help solve various failure",
"inform":"State relevant information to the system",
"feedback":"Complain to the system",

"cancel":"Cancel a package or activity",

"ask":"Ordinary inquiry other than query",
"pardon":"Ask the other party to repeat",
"active confirm":"Actively confirm the information to the other party,\
and generally give a statement",
"passive confirm":"Passively confirm information and generally only\
give a few words indicating yes",
"deny":"Deny the confirmation question",
"greet":"Greetings usually appear in the first turn of dialogue",
"bye":"Intention to end the conversation",
"politeness":"Polite words, including thank you, you're welcome, etc",
"others":"It does not belong to any of the above intentions"
by
"System intent":({

"inform":"Inform users of relevant information, such as the queried \
user package information",

"suggest":"Suggest the user to take a certain measure",

"ask":"Ask users for relevant information",

"guide":"Guide the user to continue speaking",

"pardon":"Ask the other party to repeat",

"active confirm":"Actively confirm the information to the other party, \
and generally give a statement",

"passive confirm":"Passively confirm information and generally only\
give a few words indicating yes",

"deny":"Deny the confirmation question",

"greet":"Greetings usually appear in the first turn of dialogue",
"sorry":"sorry",

"greet":"Greetings usually appear in the first turn of dialogue",
"bye":"Intention to end the conversation",

"politeness":"Polite words, including thank you, you're welcome, etc",
"others":"It does not belong to any of the above intentions"

Listing 10: The intent-sets for users and custom-service staffs in English, respectively.

A APPENDIX

A.1 EXAMPLES IN ENGLISH
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"[SPEAKER 1]": "Oh, please",
"[SPEAKER 2]": "I want to ask, what service does my, my card open"
b
{
"[SPEAKER 1]": "Oh, you are currently using this basic package of 18 yuan",
"[SPEAKER 2]": "Oh, I want to ask that I opened that, er, er"
b
{
"[SPEAKER 1]": "That activity? no",
"[SPEAKER 2]": "He told me it's for half a year, er, it has been \

withholding my money for half a year now"

"[SPEAKER 1]": "It is free to use the Internet for three months at 30 yuan.\
The activity will be over by April 16, and then you need to\
add one yuan for the activity. It requires that the Internet)\
be used for 30 yuan and cannot be closed for half a year",

"[SPEAKER 2]": "At that time, he told me that it was free to use for half \

a year, and he opened it"

Listing 11: A dialog example before annotation in English.
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"[SPEAKER 1]": "Please elaborate on the HeFeng package",
"[SPEAKER 2]": "HeFeng package provides many services, with 20GB\
traffic per month.",

"info": {
"ents": [
{
"name": "HeFeng package",
"id": "ent_l!l,
"type": "package",

"pos": [[1, 8, 121,12, 0, 4]]
}

’riples": [

]

"ent-id": "ent-1",

"ent—name": "HeFeng package",
"prop": "Total data traffic",
"value": "20GB traffic per month"

"[SPEAKER 1]": "How much is this package?",
"[SPEAKER 2]": "38 yuan a month.",

"info": {
"ents": [
{
"name": "Pacakge",
"id": llent_lll,
"type": "package",

"pos": [1, 2, 4]
}

"ériples": [

"ent-1id": "ent-1"
"ent—-name": "Package",
"prop": "fee",

"value": "38 yuan a month"

"[SPEAKER 1]": "Are there any other packages?",
"[SPEAKER 2]": "Yes, such as Dawang package",

"info": {
"ents": [
{
"name": "Dawang package",
"id": "ent72",
"type" . "package ",

"pos": [2, 5, 9]
}

1,
"triples": []

Listing 12: An example of annotating entity-IDs in English.
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"[SPEAKER 1]": "Your status here is offline",
"[SPEAKER 2]": "Ah, really?",
"info": {
"ents": [],
"triples": [
{
"ent_id" . "NA",
"ent-name": "NA",
"prop": "User status",
"value": "offline"

Listing 13: An example of annotating attributes for user personal information in English.

"Examplel": {

"[SPEAKER 1]": "Hey",

"[SPEAKER 2]": "It's my thirty-eight package, I remember signing it\
at that time can you see when it expires?",

"System intent":"guide",

"User intent":"query (ent-l-rules)"

},
"Example2": {

"[SPEAKER 1]": "But the monthly rent hasn't been written off yet",
"[SPEAKER 2]": "I know. How much do I have left in my phone now",
"System intent":"inform",

"User intent":"query (Account balance)"

by
"Example3": {

"[SPEAKER 1]": "Oh, please",

"[SPEAKER 2]": "I want to ask, what service does my, my card open",
"System intent":"guide",

"User intent":"query (service)"

}

Listing 14: An example of intent annotation in English. Annotations for entities and triples are
omitted for simplicity.

20



	Introduction
	Techniques of Interest
	Shared Task
	Track 1: Information Extraction from Dialog Transcripts
	Schema
	Motivation
	Task Definition
	Evaluation

	Track 2: Task-Oriented Dialog Systems
	Motivation
	Task Definition
	Connection between Track 1 and Track 2
	Evaluation


	The MobileCS Dataset
	Structure of Annotations
	Annotation File Format

	Guideline for Annotations
	Entity Annotation
	Attribute Annotation
	Intent Annotation


	Challenge Rules
	Appendix
	Examples in English


